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Abstract—In this paper, a low-power, multifunctional CMOS
smart sensor node is designed for an electronic facade, which
provides an alternative solution to the concept of energy-efficient
responsive buildings. Various sensing capabilities, including light
intensity sensing, temperature sensing, motion tracking, and com-
pressive image acquisition, are implemented on the sensor node.
An 80 80 image pixel array is employed for motion tracking and
compressive image acquisition. Various operational modes are
realized, including: 1) event generation mode; 2) motion tracking
mode; and 3) video output mode in full-resolution or compressed
by the region of interest (ROI). A low-power, high-throughput
motion detection algorithm is proposed in this paper. The power
consumption of the proposed work is modeled, analyzed, and
compared with traditional motion detection methods. According
to numerical analysis, the throughput can be increased by 45%
while using the proposed design instead of traditional temporal
differential motion tracking methods with simislar power con-
sumption. The proposed algorithm is realized by a pixel-level
focal-plane motion detection unit, consisting of switched-capacitor
circuit, analog memory, and dual-threshold comparator. The
proposed design was fabricated in 0.5 m 3M2P standard CMOS
technology, occupying mm silicon area. The total power
consumption is 17 W, while the pixel array is performing motion
tracking with a frame rate of 30 fps and a supply voltage of 3.3 V.

Index Terms—CMOS image sensor, compressive image acquisi-
tion, energy efficiency facade, focal plane processing, low-power
motion detection, multifunctional sensor.

I. INTRODUCTION

A CCORDING to reports from the U.S. Department of
Energy, residential and commercial buildings consume

nearly 40% of the total national energy [1]. Therefore, the
design and production of new energy-efficient technologies
are crucial to meet goals such as the Zero-Net Energy (ZNE)
Building.
Traditional responsive architectural designs [2]–[7] rely

heavily upon the use of bulky and power-hungry mechanically
driven units, which are nested within a building facade system.
Recent research explores the potential of electronic responsive
material for building energy-efficient facades [8], [9]. Elec-
tronic devices are employed for the detection and/or monitoring
of environmental changes, which are later used for the control
of the responsive material. Since space heating, cooling, and
lighting in buildings consume about 45.1% of the total building
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energy [1], it is crucial to monitor the building temperature
and light intensity in an energy-efficient building design. In
addition, motion detection enables a fast and accurate predic-
tion of the rapid environmental changes that impact power
consumption. In this paper, a smart sensor node that enables
light intensity and temperature sensing, motion tracking and
compressive image acquisition is described. This sensor has
been employed for the control of self-assembled iron oxide
colloidal particles [10], [11] filled in between two ITO glass to
illustrate the concept of a responsive facade. Considering the
scale of the building facades, the total number of the required
distributed sensor nodes will be large. Thus the performance,
power consumption, implementation cost, size, and robustness
place a great challenge in the design of such a sensor node.
Since CMOS technology enables an integration of various
sensing capabilities and signal processing on a single die [12],
it is a major building block toward the realization of responsive
energy-efficient facades.
The capabilities of feature extraction and motion tracking

are important for the proposed responsive building facade
application [13]. Various motion tracking methodologies have
been reported in the literature, which can be classified into four
groups: 1) temporal difference based method, which calculates
the changes of the pixel intensities in the continuous frames
[13]–[20]; 2) correlation-based method, which calculates the
product of local pixel intensity and the delayed intensity at the
neighboring location [21]; 3) gradient-based method, which
calculates the ratio or difference between neighboring pixels
[22]–[24]; 4) feature-based method, which extracts and tracks
particular features, such as edges or zero-crossings [25]. The
tracking results can be further used or combined to do cluster
analysis [15], [26] or region-of-interest (ROI) detection [18].
Different schemes are designed depending on the readout
methods used for the tracking, such as: 1) global shutter
read-out, which uses single exposure and usually requires
on-chip memory [27], [28]; 2) rolling shutter read-out, which
resets and reads out each pixel in a zig-zag sequence [16],
[29]; 3) column-based parallel read-out, which outputs results
in parallel [17], [18]; 4) address event representation (AER)
read-out, which encodes light intensity in time domain by
recording pixel event addresses in sequence [19], [24], [30].
Among the different methodologies, temporal difference

based motion tracking algorithm enables higher efficiency and
lower complexity as compared to the other methodologies,
making it suitable for the implementation in a distributed
sensor node. Temporal difference evaluation has been reported
in one-way threshold circuit [31] and dual-way threshold
circuits [13]–[19]. Single threshold can be implemented in
a relative simple circuit, however, dual-threshold temporal
difference evaluation method provides higher robustness and
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accuracy in motion detection. Dual-threshold temporal inten-
sity comparison implemented in global [15], [16], column [17],
[18], and pixel-level [14] have been reported in the literature.
Global/column level dual-threshold comparator consumes extra
power during pixel selection and readout operation phases.
Extra noise will be introduced due to the routing of the analog
data bus. In addition, the frame rate will be limited and distor-
tion will be introduced for fast moving objects, which makes it
not suitable for many motion detection algorithms’ implemen-
tation. On the other hand, pixel-level dual-threshold comparator
have been employed for low-power temporal difference based
motion detection algorithm in literature. Traditional dual-way
thresholds comparison implemented using two single-end
comparators in parallel or in series usually occupies too much
area, making it not suitable for pixel-level implementation.
Paper [14] reports a minimal pixel-level circuit realizing part
of a comparator. However, the timing is complicated due
to the comparison with positive and negative thresholds in
sequence. This work presents a four pixel motion detection
unit, implementing full-functional dual-threshold comparison
in the pixel level. The proposed design can be used for various
on-chip motion detection algorithms. The power consumption
can be minimized due to its simple operation and the short
computation time.
In the proposed design, all the reported methods are designed

based on the read-out of motion detection results in a 2-D
image array. In a CIS with focal plane processing, the periph-
eral circuits including read-out control, signal digitization, and
I/Os, usually dominate the power consumption of the entire
chip instead of the active pixels [32]. In 2-D read-out-based
motion detection sensors, the power dissipation of the read-out
and post-read-out processing increase significantly with
frame rate and resolution. In this paper, an energy-optimized,
temporal difference based motion tracking algorithm is pro-
posed to solve this problem by extracting motion information
from row/column-based processing. A 1-D read-out and a
post-read-out processing algorithm are employed. A sub nW
motion detection unit is implemented in a pixel-level circuit.
Switched-capacitor circuit, analog memory, and dual-threshold
comparator are employed, which consume no quiescent power
dissipation except for the photon integration during the expo-
sure phase. A global shutter is employed to achieve high-speed
object detection without distortion. Compressive video acqui-
sition based on ROI is also realized in this design. The ROIs
are highlighted according to the motion detection results.
In addition to image sensing, temperature sensing, which

measures local thermal energy and/or radiation on a building
facade is implemented on the die. Diodes or bipolar transistors,
and parasitic bipolar substrate transistors [33] are widely used
in solid-state temperature sensor design to realize the propor-
tional-to-absolute temperature (PTAT) sensing requirement
[34]. In this paper, a compact, low-power temperature sensor is
implemented using CMOS transistors biased in the weak-inver-
sion region [35]. Multiple analog-to-digital convertors (ADCs),
including a 4 Mbps 12-bit pipeline ADC, a 10-bit low-power
monotonic slope ADC, and two 1-bit ADC implemented
using comparators, have been integrated to allow optimized
high-efficiency data conversion. The digital read-outs are used
to control of the responsive material employed in the electronic
facades.

Fig. 1. System block diagram of the multifunctional sensor node with an in-
terface to the responsive material. The sensor node integrates sensing circuits,
motion event generation circuits, multiple ADCs and peripheral circuits. The
object tracking algorithm is implemented in an off-chip FPGA, realizing com-
pressive image acquisition and control of the responsive material.

The paper is organized as follows. Section II presents an
overview of the entire system. Section III proposes the power
efficiency optimized motion detection algorithm and ROI-based
compressed video output. Section IV details the system archi-
tecture, circuit implementation and simulation results. The ex-
perimental results and analysis are shown in Section V, while
Section VI concludes the paper.

II. SYSTEM OVERVIEW

Fig. 1 illustrates the block diagram of the entire system. The
system includes the multifunctional CMOS sensor node with an
off-chip interface to the electronic facade. The sensor node inte-
grates sensing circuits, motion event generation circuits, ADC
resources, and peripheral logic and control circuits. The ob-
ject tracking algorithm is implemented in an off-chip FPGA,
including digital filtering, compressive image acquisition, and
control of the responsive material.
The sensing circuits include a light intensity sensor, a temper-

ature sensor, and an image array with integrated motion detec-
tion. A reverse biased PN junction using P-substrate and N-well
is employed as the photodetector for the light intensity sensing.
Amplifier and correlated double sampling read-out are used to
reduce noise. A compact low-power temperature sensor [36] is
implemented in the system. An optimized combination ofMOS-
FETs biased at weak-inversion region, linear region, and satu-
ration region are employed in the circuit without resistors. A
start-up circuit is integrated to guarantee the circuit settles at the
right operating point. All ADC resources are accessible for all
analog signals from the sensing circuits via an analog data bus.
Both the outputs of the light intensity sensor and temperature
sensor are compared with user-defined thresholds by default.
The refresh rates, thresholds, and ADC (comparators) clock fre-
quencies can be configured. A 1-bit alarm will be generated ac-
cording to the comparison results between the captured feature
and the user-defined thresholds. One of the ADCs can be trig-
gered for accurate read-out once an alarm is generated.
The on-chip image array has various operation modes: i)

event generation mode, which generates 1-bit Frame-Event
(FE) signal once a motion or a flashing happens in the focal
plane; ii) motion tracking mode, which tracks a moving object
based on temporal changes in the focal plane; and iii) video



2552 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: REGULAR PAPERS, VOL. 61, NO. 9, SEPTEMBER 2014

acquisition mode, which is capable of capturing continuous
frames at full-resolution or in the ROI only. Video output mode
can be set to wake up when triggered by the FE signal in the
event generation mode. The ROI is tracked based on a proposed
strategy. Higher refresh rate is employed for the ROIs than
for the background in video acquisition mode. The on-chip
off-array pipeline ADC is employed for the digitization of the
intensity read-out in the video acquisition mode. The details of
the image sensor design are presented in the following section.

III. DESIGN OF THE MULTIMODE IMAGE SENSOR

A. Throughput-Based Power Efficiency Optimization

Assume is the intensity matrix of the frame captured at
, and is the one captured at . The differen-

tial image is calculated as

(1)

Pixel-event is defined as

when
when

(2)

where are the coordinates of the pixel, is a threshold
value depending on the noise level.
The workload of traditional motion detection methods usu-

ally consists of: i) focal plane pixel event generating; ii) pixel
events read-out; and iii) post-read-out processing. The total
power consumption can be evaluated as

(3)

where , , and represent the power con-
sumption for generating pixel events in the focal plane pro-
cessing units, reading out pixel events, and the algorithm’s pro-
cessing on the pixel events, respectively. Given a pixel array
with a resolution of , the is proportional to the
number of pixels . In CMOS image sensor design, shift reg-
ister (SR) chains are widely used for pixel selection and readout.

depends on , the total number of times the
D flip-flops (DFF) in the SR chains are triggered to flip while
reading out one frame in a rolling shutter sequence

(4)

is proportional to the readout pixel events, with a coef-
ficient , which represents the complexity of the processing
algorithm. The total power for pixel-event readout can be ap-
proximately modeled as

(5)
where is the frame rate. According to (5), the power con-
sumption of the traditional methods is proportional to ,
so the total power consumption increases dramatically while
higher throughput is employed.
In this work, in order to increase motion detection’s power

efficiency, a row/column-based readout method is proposed. In

the proposed algorithm, row-event and column-event are
introduced, where

(6)

(7)

The total power consumption can now be evaluated as

(8)

where and stand for the power consumption
of the row/column-based read-out and the post-read-out pro-
cessing, respectively. depends on , the total
number of times the DFFs in the event buffer chains are trig-
gered to flip while reading out one frame. The row and
column events are first loaded in the shift register buffers, and
then shifted out. In the worst case, where every other row and
column has an event, the workload for the readout is

(9)

Equation (8) can be further expressed according to the DFF’s
power as

(10)
where stands for the complexity of the processing algo-
rithms based on the row/column events. In an image sensor, the
throughput of an image sensor can be written as

Throughput (11)

where stands for the required frame rate of the image sensor.
While the throughput is increasing, the high-speed digital
read-out circuits and post-read-out processing circuits become
the most power-hungry units, which dominate the total power
of the entire sensor. Fig. 2 illustrates a comparison between the
pixel-event-based and the proposed row/column-event-based
methods, under a same readout workload. A moving tennis
ball is captured in the video stream. In Fig. 2(a), an image
array with a resolution of 10 10 using the pixel-event-based
method is employed for the motion detection. The throughput
of this imager is 100 events per frame. The detection result is
shown in Fig. 2(b), and the ROI readout is shown in Fig. 2(c),
where the object’s contour is blurred due to the low resolution.
On the other hand, an image array with a resolution of 50
50 using the proposed row/column-event-based method

features the same 100 events output, as shown in Fig. 2(d). The
detection result and ROI readout are shown in Fig. 2(e) and (f),
respectively, where the size and position of the target are better
presented. In addition, the output row/column event addresses
can be directly used for ROI window readout.
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Fig. 2. Comparison between (a)–(c) the object detection using pixel-event-
based or (d), (e) row/coloumn-event-based algorithms. A moving tennis ball is
captured in the stream. Panel (a) shows the raw frame captured with a resolution
of 10 10. Panel (b) shows the detected moving object using the pixel-based
detection algorithm featuring a readout workload of 100 events. Panel (c) shows
the corresponding ROI readout. Panel (d) shows captured frame with a resolu-
tion of 50 50. Panel (e) Shows the detected moving object using the proposed
row/column-event-based algorithm featuring a same readout workload of 100
events, panel (f) shows the ROI readout, where object’s size and location are
better presented.

In order to quantitatively evaluate the improvement of
the power efficiency of the proposed algorithm, a numer-
ical analysis of the maximum achievable throughput is
employed for the comparison between a pixel-based and
a row/column-based motion detection algorithm with the
same power budget. Define , which is an
evaluation parameter in the focal plane processing circuit.
The throughput for the pixel-event-based method and the
row/column event-based method is evaluated with and the
total power budget as the independent variables. The increase
of the throughput of the row/column-event-based method over
the pixel-event-based method is calculated based on (5) and
(10). The result is plotted in Fig. 3. Given a limited energy
budget, the row/column-event-based method could increase the
throughput by more than 200%, which shows a clear advantage
in applications which require high efficiency and low pixel
level processing power (small ). The analysis shows insights
on the trade-off of throughput and detection methods, which
provides a way to choose from different detection methods
based on the throughput specification, energy budget, and the
design specification of the pixel-level processing circuit.

B. Event Generation Mode

A Frame-Event (FE) is generated when pixel-events take
place in a majority of pixels in two consecutive image frames.
Thus, in an array, a Frame-Event evaluated according to
the statistics of the pixel events, FE , is defined as

FE

when

when
(12)

where is a threshold for the sum of pixel-events within one
frame. A 1-bit Frame-Event is widely used as motion trigger.
However, as defined in (12), the statistical workload for one
frame event is . An alternative way to generate a Frame-

Fig. 3. Numerical analysis of the increase of the throughput of the row/column-
based method compared to the pixel-event-based method. The throughputs of
the two methods are calculated based on the proposed power model with and
the total power budget as the independent variables. The complexity of the post-
processing is assumed to be the same, . The energy consump-
tion is computed based on the power of a DFF in one clock cycle to avoid the
variation with different CMOS technologies.

Event FE is to employ the statistical results of the row and
column-events.

FE

when

when
(13)

where is the threshold for the statistical processing of row
and column-events. Using the statistics of the row and column
events FE instead of the pixel events FE will reduce
the workload to without sacrificing too much accuracy.
Image capture will be triggered once a frame event is detected.

C. Motion Tracking Mode

The proposed row- and column-events-basedmotion tracking
algorithm is illustrated in Fig. 4. The four circles on the image
array represent one moving object in four consecutive frames.
The boxed region shows how amotion region is detected. As the
object moves, the temporal intensity changes in the focal plane
generate row and column-events and , respectively. Set

and are row and column event regions which contains
rows/columns for which equals 1, respectively.
However, the sets and are not always continuous within
the real object region in practice, especially when the object and
the background are of a similar intensity. Thus a single object
may cause several motion regions. Gaussian smooth filtering
is introduced to perform preprocessing on and . The
Gaussian smooth filter modifies the input signal by a convolu-
tion with a Gaussian function, which is widely used to reduce
image noise. The expression of a 1-D filter is given by

(14)

where is the standard deviation. In this paper, we employ it
to filter out the sets of row and column-events, resulting in
and . The detected motion region is

(15)
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Fig. 4. Illustration of the proposed motion tracking algorithm. Circles on the
image array represent the trajectory of one moving object in four consecutive
frames from to . The boxed region shows how the motion region is de-
tected. The object’s position at the frame of is estimated by . The
prediction of ROI at the frame of is marked by a dashed square.

Fig. 5. Simulation result of the proposed motion tracking algorithm. Panels
(a)–(c) show the raw frame sequences captured by a normal camera where a
person standing still in the scene is waving his arm. Panels (d) and (e) show the
pixel-events and the motion region between (a) and (b) and (c) and (d). Panel
(f) shows the estimated ROI location.

Eventually, the object in the frame at can be determined
by

Obj (16)

Fig. 5 shows a simulation result of this algorithm. Note that
the row and column index intersection operation is also very
easy to implement in hardware. The intersection address can be
directly used for row and column reset/select chain to perform
ROI read-out.
Multiple objects in the focal plane can also be detected

using this algorithm. In this case, row and/or column
event vector contains more than one event re-
gion . Thus
there are clusters in given by

(17)

It should be noted that , where is the
number of real moving objects. Fake objects will be detected in
this case. How to identify these “fake” object is discussed in the
following section.

Fig. 6. Simulation of the proposed ROI-based compressive video output mode.
(a) The original frame. (b) The motion tracking results before filtering. (c) The
motion detection regions after a Gaussian smooth filter is employed, where ob-
jects are merged into complete ones. (d) The compressive video output after
ROIs evaluated with background.

D. Video Output Mode

The proposed imager enables full-resolution video output as
well as compressive video output based on the ROIs. is
the center of object at the time , and is the center of

, as illustrated in Fig. 4. The center of the ROI in the current
frame can be estimated by

(18)

The size of the ROI is estimated to be the same as the object in
the previous frame.
A background modeling is performed off-chip. During the

background modeling phase, full resolution images are cap-
tured, compared and buffered. After that, only the detected ROI
will be read out. The background modeling process will be
retriggered once a significant light intensity change is detected
from the light sensor.
After the read-out of the ROIs, an evaluation of the ROI is

conducted to tell whether it is a real moving object or belongs
to the background. A simulation of the ROI-based compressive
video output is shown in Fig. 6.

IV. CIRCUIT IMPLEMENTATION

A. Motion Detection Unit

The pixel-level motion detection unit (MDU) enables a 1-bit
digital readout of a pixel-event, or an analog readout propor-
tional to the light intensity depending on the selected configu-
ration. The complete circuit for the MDU is shown in Fig. 7.
Four standard active pixel sensors (APS) [37] are integrated

within each MDU. There are one photodiode, two reset tran-
sistors (M1, M2), one source follower (M3), and switches for
the output integrated in a single pixel, as shown in Fig. 7(a).
Under intensity acquisition mode, the process begins from a
reset phase when both and are low, and
the photodiode voltage has been pulled up to . After the
reset phase, the photodiode voltage decreases as the photon-gen-
erated charges accumulate on the photodiode capacitance. The
reset or integration voltages can be readout when the pixel-
level switch and row-level switch are
turned on. The analog readout will be digitized by the global
ADC during the readout phase. Delta-difference sampling is
performed off-chip to reduce fixed pattern noise (FPN).
A temporal difference memory, a dual-threshold comparator

circuit, and an event generation unit are shared by the four APSs
in each MDU. Under motion detection mode, every MDU gen-
erates a 1-bit pixel-event as defined in (1) and (2). The
MDUs in each row and column will then generate row and
column-events and as defined in (6) and (7). The timing
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Fig. 7. Complete circuit for the proposed motion detection unit (MDU). A temporal difference memory, a dual-threshold comparator circuit, and event generation
circuits are shared by the four APSs in each MDU. (a) Configuration under image acquisition mode. (b) Configuration under motion event generation mode.

Fig. 8. Timing for a selected motion detection unit (MDU) under motion de-
tection mode.

for the selected pixel in a MDU is shown in Fig. 8. The motion
detection process contains six phases in each frame. During ,
transmission gate (M5, M6) is turned off, both switches M7 and
M9 are on for sampling the integrated voltage with re-
spect to the reference voltage

(19)

where is the parasitic capacitor of the input gate. M9 is then
turned off in , and the pixel is reset. During , M7 is turned
on, giving

(20)

where is the voltage on the input gate of the comparator.
According to the law of charge conservation,

(21)

By designing the so ’s change with input voltage is ne-
glectable with respect to , the can be expressed as

(22)

where is a constant 1, is the difference between
two consequent frames.
An inverter-based dual-threshold comparator stage [38] is

employed, implemented with M10 and M12. When the input
voltage increases from ground to , the drain current

through M10, M11, and M12 first increases exponentially, then
decreases exponentially. M14 and M15 are used to mirror
to the output branch in series with a current source M13. The

depends on the relative current magnitude of the mirrored
branch current and the biasing current . When the input
voltage is close to the lower threshold voltage , M12
should be biased at the subthreshold region. The saturation con-
dition for M12 in the subthreshold region is easy
to keep, so the drain current will be dominated by M12

(23)

When the input voltage is close to the upper threshold
, M10 should be biased in the subthreshold region. The

drain current will then be dominated by M10

(24)

The current source M13 is also biased in the subthreshold re-
gion. Thus

(25)
The lower threshold is determined by

(26)

where also and are constants by design. The higher
threshold is determined by

(27)

where and are constants by design. Equations (26) and
(27) show that the two threshold voltages can be controlled by
adjusting and . Fig. 9 shows a simulation result, while
the input increases linearly across the dual-threshold volt-
ages.
Equation (2) is realized in hardware by setting the center

voltage of the dual-threshold comparator equal to .

(28)

and the threshold in (2) is

(29)
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Fig. 9. Simulation results of the output when sweeping the input voltage lin-
early under different current source biasing.

Fig. 10. Architecture of the image sensor. An 80 80 pixel array, row and
column control chains, row and column event buffers, frame event generator,
and peripheral logic and control circuits are integrated.

is only turned on during to reduce the power consump-
tion. The temporal difference voltage on is compared with a
user-defined dual-way thresholds during . Dynamic logic is
further used to generate row and column requests according to
(6) and (7). Before , both row and column request buses are
charged to the high level. When Bus_EN signal is valid, of
the comparator allows M16 and M17 in each block to discharge
the buses to a low level in the case of pixel-event detection,
or disconnection from the buses. Read-out transistor and
dual-threshold comparator are only triggered during the readout
phase. Thus, there is no quiescent power consumption during
the integration phase, which usually takes more than 95% of the
operating time during the capture of a single frame. The charges
on the capacitor are reset during .

B. Multimode Image Sensor

The architecture of the multimode image sensor is illustrated
in Fig. 10. It integrates an 80 80 pixel array, row and column
control chains, row and column event buffers, frame event gen-
erator, and peripheral logic and control circuits.

Fig. 11. Circuit-level simulation based on the SPICE models. Panels (a) and
(b) show the original image sequences, where two vehicles are moving toward
each other. Panel (c) shows the differential image when the threshold is set to
be 15%. Panels (d) and (e) are the magnitudes of the current sources array
mapped from the two original image sequences. Panel (f) shows the detection
results from the motion detect unit array.

The 80 80 pixel array is divided into 2 2 pixels’ MDUs.
The operation mode and timing are controlled by the row
and column control chains. Under intensity acquisition mode,
a rolling shutter readout sequence is employed. Pixels are
selected and reset/readout serially during the readout window.
Under the motion detection mode, a global shutter readout
is employed. Row and column control chains first select the
MDUs to be activated, the control signals are then used to
perform motion detection in these MDUs. Row and column
event buffers are used to precharge the event buses, and load
the results when ready. The event buffers can be configured to
send the events to the frame event generator, or output the row
and column events for the off-chip processing. Equation (13) is
realized in the on-chip global event generator by using a counter
with a user-defined threshold. A Gaussian digital filtering is
implemented in the FPGA for the off-chip processing.
Fig. 11 shows a circuit-level SPICE simulation. A current

source is applied to each photodiode in the pixel arraywith a cur-
rent value proportional to the incident light intensity to mimic
the photocurrent in each pixel. The value of each current source
is updated per frame. The pixel-level MDU consumes 32.18 pJ
per frame (33 ms) in the worst case, while the DFF in the given
technology and supply voltage consumes 1.48 pJ in one flip. So
the in this design is less than 25.12. The power consumption
of the motion detection array is 11 W in this simulation, at a
frame rate of 30 fps and a supply voltage of 3.3 V. The power
includes that of the 40 40 MDU array, readout circuits, and
event output circuits.

C. ADC Design

The analog-to-digital converting unit contains a 12-bit
pipeline ADC, a low-power 10-bit monotonic slope ADC and
two comparators. The ADCs with different resolution, speed,
and power consumption are intentionally designed for different
application purposes.
Integrating ADCs have high resolution and good noise re-

jection, and are ideal for low-bandwidth signals. Fig. 12 shows
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Fig. 12. Circuit schematic and timing of the employed monotonic integrating ADC.

Fig. 13. Microphotograph of the fabricated chip and layout of the motion de-
tection block.

the block diagram and timing of the employed monotonic in-
tegrating ADC. It first samples the input voltage on the sam-
pling capacitor, shifts the DC voltage and then discharges the
capacitor via a constant current source. The voltage is compared
with a reference and the time for the discharging to the refer-
ence voltage is proportional to the unknown voltage. A cascaded
three-stage preamplifier with a dynamic latch are employed as
the comparator. The latch’s output is fed into a digital counter
when discharging begins. No extra clock is required.
The sample and hold circuit used in this work is also shown

in Fig. 12. A dummy switch N2 is employed to reduce charge
injection. The width of the switch (N1) is set to be twice the size
of the dummy switch (N2). Using three low biasing current dif-
ferential pairs in cascade as the first stage provides a gain of 30
dB and releases the mismatch problem of the latch. A regulated
current source with high output impedance and high compli-
ance voltage range [39] is used as the current source. A shut-off
switch (M5) is included to eliminate the current leakage.

V. EXPERIMENTAL RESULTS AND ANALYSIS

A prototype chip is implemented in 0.5 m standard 3M2P
CMOS technology, occupying a silicon area of mm . A
microphotograph of the fabricated chip is shown in Fig. 13.

A. Experimental Results

The imaging and motion tracking performance of the chip
is tested using an Opal-Kelly XEM3010 FPGA board. The
test bench and the designed graphic user interface is shown in

Fig. 14. Photograph of the test bench and a screen shot of the graphic user
interface (GUI). The board is designed to integrate the Opal-Kelly FPGA board
XEM3010.

Fig. 15. Video frames captured by the designed imager.

TABLE I
SUMMARY OF THE PERFORMANCE OF THE MULTIMODE IMAGE SENSOR

Fig. 14. All the digital outputs from the chip are buffered on the
SDRAM and then sent to a computer. Fig. 15 shows the video
frames captured by the designed sensor node. The resolution
employed is 80 80. The performance of the image sensor and
the ADC are summarized in Tables I and II, respectively.
A test board has been made consisting a line of LEDs, as

shown in Fig. 16. The LEDs are controlled by the microcon-
troller individually. A speed controllable motion can be created
across the diagonal of the boarding by turning on/off LEDs in
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TABLE II
MEASURED PERFORMANCE OF THE MONOTONIC SLOPE ADC

Fig. 16. Motion detection set-up. (a) LEDs testing board. (b) Motion created
by running LEDs. (c) Detected motion region.

TABLE III
SPECIFICATIONS OF THE MEASURED TEMPERATURE SENSOR

Fig. 17. Demonstration of the electronic facade. In (a), a demo setup is built
with (b) with one facade covered by four responsive tiles, which are fabricated
by filling self-assembled iron oxide colloidal particles in between two ITO glass
[10], [11]. The proposed sensor node is located in the middle of the tiles. (c) In-
side of the demo house sits the interface board, which contains a microcontroller
for driving the material. The LED light’s intensity is changed based on the light
sensor’s detection; seven-segment LEDs are used to display the temperature
sensor’s output. (d) User panel of the demonstration system.

different sequences. The board is set on the focal plane of the im-
ager. Motion catched in one frame is shown in Fig. 16. The de-
tected motion range is about a width of two LEDs, as expected.
The frame rate goes from 10 to 2000 fps. An adaptive algorithm
can be further developed for catching moving objects in a broad
speed range.
The measured performance of the temperature sensor after a

two points calibration is listed in Table III.

B. Demonstration of the Electronic Facade

A prototype setup, as illustrated in Fig. 17, is designed using
the proposed multifunctional sensor node and responsive mate-
rial to demonstrate the concept of an electronic facade. Self-as-
sembled iron oxide colloidal particles [10], [11] are filled in be-
tween two ITO glass. The color of the responsive tile can be
controlled by the voltage difference applied between the two
ITO glass plates. A 32-bit AVR microcontroller is used in the
demonstration for the control of the sensor node chip and the
responsive material. It also offers a graphic user interface. The
material tiles are configured to change according to the different
sensing results from the proposed sensor node.

VI. CONCLUSION

In this paper, a low-power multifunctional CMOS sensor
node integrating light intensity sensing, temperature sensing,
and motion tracking is designed for use in an electronic respon-
sive building facade. Power management is performed at both
system and circuit levels. A model for the power dissipation
and throughput of motion detection sensors is proposed for the
first time, according to which, a hardware-friendly power-ef-
ficient optimized motion tracking algorithm is proposed and
implemented in the sensor node. The proposed design was fab-
ricated in 0.5 m 3M2P standard CMOS technology, occupying

mm silicon area. The total power consumption is 17 W,
while the pixel array performs in the motion detection mode
with a frame rate of 30 fps. A prototype is built to demonstrate
the concept of an electronic building facade using the proposed
sensor node and the customized responsive facade tiles.
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